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First, some context.



The NOAA National Data Centers

— National Oceanographic Data Center

e Understanding our Oceans and Coasts

— National Geophysical Data Center

e Understanding our World

— National Climatic Data Center

e Understanding our Climate




The NOAA National Data Centers

Based on
NODC'’s Levels of Stewardship

Across the three Data Centers the words vary a
little, but all focus on stewarding environmental
data now and for the future.




Comprehensive Large Array-data
Stewardship System (CLASS)

 Designed originally for large-volume satellite data sets

* |T infrastructure supporting the lowest level of
stewardship

e NESDIS has mandated its use across the three NOAA
National Data Centers
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Even the lowest levels of stewardship require
non-IT domain knowledge and expertise!




Evolution of the NOAA Archive Architecture
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Data Centers’ Data Migration Plan

 Approaches and milestones for integrating CLASS
into NOAA Data Center operations by FY15

e Three Phases:

— Archival Storage Phase — use of CLASS for safe, secure,
long-term storage

— Access Services Phase — expands CLASS to include
access capabilities expected by Consumers and
functions needed for Data Center stewardship

— Operations Phase — comparison of levels of service
and decommissioning of local Data Center services
when appropriate



A metaphor, if you will...

e Working to integrate CLASS into our archive
operations is a bit like our “day job”. The

j kind of thing you have to do. You get up,

pi== = pull on your boots, and wade through the
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e eamsinecomf oyl e muck, making the best of it you can.

But you are not really very happy in your
day job, so you start exploring alternatives.
Maybe you take some online classes at
night, learn some new skills, invest in a
startup... you do something to “change the
game”, “live the dream”, or “expand your

| horizons”... the CLASS Cloud Access Pilot is
it/ dreasime comoyaty-free.stck just that sort of thing.
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CLASS Cloud Access Pilot

Why: To test the cost-effectiveness, scalability,

performance, and agility of a Cloud solution for
access to archived data

Who: Three NOAA Data Centers and CLASS,
reported on by CLASS Operations Working Group

What: At least one data collection from each
Data Center, including most/all of NODC'’s data



CLASS Cloud Access Pilot

When: This FY, might continue into next

Where: A commercial provider of Cloud 1aaS will be
selected. Government Clouds will also be examined.

How:

- Three parallel activities

 Populate Cloud storage with DC-held data
 Load Data Center access services to the Cloud
e Populate Cloud storage with CLASS-held data

- Test the Cloud-based data access services with a
select group of real-world users




CLASS Cloud Access Pilot

Common Storage Services using Cloud
Technologies



CLAS Access Pilot
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http://venturebeat.com/2011/11/14/cloud-iaas-paas-saas/




CLASS Cloud Access Pilot

Access 1. The three arrows pointing
Happy o O into the cloud from CLASS
Users and the DCs can develop
~ at different rates.
7\ 2. Eventually, the DC to
Cloud arrow could go

Data Virtually Organized in “logical” away, and CLASS could

directories (e.g., symbolic links) manage the
synchronization of data to
the cloud access layer.

3.  For now, discovery
services like Geoportal
could run locally at DCs,
but could also eventually
move into the cloud.
Discovery services could
point to the cloud access
layer, the existing DC-
hosted access
mechanisms, or both.

Find Cloud laa$

Data Physically Organized in Accessions

DC local holdings

NODC, NGDC, NCDC CLASS

{ajca Centers Data Migration Plan



Cloud Provider Evaluation Criteria

Cost

Performance — throughput, latency
Uptime availability

Reliability - how many 9’s for data integrity

Capacity - current (200 TB) and future (2 PB) - do we want
to be the largest customer

Security - ITAR and HIPAA not considerations, NIST FISMA
moderate, encrypted file transfers, user access controls

Content Format - universal formats, no wrappers, no limits
on granularity

Organizational Structure - arbitrary DC-selected structures

Reporting and Metrics - access logs, performance
monitoring



Cloud Providers Evaluated

Google Cloud

Amazon Web Services
BlueLock

Terramark

NetApp

IBM Federal Cloud/SmartCloud
Akamai

Government Clouds (NESDIS, Census Bureau,
NASA Nebula)



Example Vendor Costs

Initial (20 TB) |Continuing Suggested 90-day
200 TB (monthly) apped cost

Amazon $2337 $15,473 (storage) $60,000
Option 1a $3174 (capped @ 15%

access)
Goqgle $3740 $18,115 (storage) $70,000
Option 1b $3740 (capped @ 15%

access)
Option 2

(support services)

CLASS $18,700 $3960 $35,000
repgrposed HW (support services)
Option 3

Note: Commercial options provide redundant storage with copies spread across fault-
tolerant (isolated power grid+HVAC) availability zones, CLASS options have single copy.
Consideration: These options could be used in any combination. (ie. start with option 3
then migrate to option 1 or 2)



Two-Pronged Approach

® Initiate Amazon S3 implementation, ~30 TB
initially then scale up as pilot progresses

® Simultaneously pursue internal government-
managed Cloud “sandbox” development
environment

- Two prongs help account for the urgent need
to develop more cost-effective strategies in the
face of numerous uncertainties

- Two prongs help us avoid vendor lock in



Prong 1: Amazon S3

Pros

Known cost model

Guaranteed redundancy

Outsourced service provider model
Separate costs for storage and access
laaS and PaaS models available

No capital investment for hardware

Built-in security model
Cons
® Must implement user access control



Prong 2: Govt. Managed Cloud

Pros

® Diminishing cost over time

® DDN hardware available

® Nebula Cumulus is S3 compatible

® Clear ownership of hardware and software
Cons

® Implementation time delayed

® Resource availability issues

® Up front cost for server

® No built-in fault tolerance



Current Status

e Costs Assessed ($200-5250k total)

— Commercial Vendor
— Government sandbox
— Federal Labor and CLASS contract labor

e Contract Modifications under discussion (need
to make room in existing contract)



Way Forward

Modify the contract!

Procure the Amazon resources
Stand up the Govt. sandbox cloud
.oad Data Center data to cloud(s)

L.oad Data Center applications to cloud(s)
L.oad CLASS-held data to cloud(s)




Backup Slides



Google

Pros

Known cost model

® Guaranteed redundancy (3x plus tape)

® SLA provides 99.9% availability

® OQutsourced service provider model

® Separate costs for storage and access

® Storage and web service models available
® No capital investment for hardware

® Built-in security model

® Dynamic data caching

Cons

[

Must implement user access control



Other Cloud Providers

NASA Nebula

® Platform and Infrastructure

® Expansion capabilities

® Did not respond to inquiries — project discontinued
NESDIS Cloud

® Platform as a service only

® Windows platform only

Oak Ridge

® Software as a service (SaaS) only

Google Cloud

® Low costs for storage - level of redundancy unknown
® Redundancy and fault tolerance as yet unknown

® Download costs vary by region



